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Kirs (1966) substantiated theoretically the feasibility of using geomagnetic field variations on the earth's surface to calculate the spatial structure of the current system. Algorithms of the electric field and current calculation being used at present are examined. The methods for discriminating the geomagnetic variations controlled by various solar wind parameters are discussed. The calculation results obtained for the assumption of the uniform ionospheric conductivity are presented. This approximation made it possible to account for the existing regularities in the distribution of field-aligned currents under definite solar wind conditions and to predict the character of the three-dimensional current system in the intervals with the positive $B$. IMF. The methods for and the results of calculating the electrostatic potential, the electric field, the ionospheric and field-aligned currents in the high-latitude ionosphere for nonuniform conductivity are presented in detail. The calculation results are compared with the direct measurements of the respective parameters.

1. Introduction

The electric and magnetic fields in the Earth's magnetosphere give rise to the large-scale convective motions of plasma. The changes of such motions in space and time which are closely associated with the solar wind create the electromagnetic weather of the near Earth space environment. On the Earth's surface the electromagnetic weather leaves its signature in the geomagnetic field variations which respond key directly to any changes of the electric fields in the Earth's magnetosphere and ionosphere. The geomagnetic field variations at high latitudes (at corrected geomagnetic latitude $\Phi_{EG80}$) are of special interest because in this zone the remote magnetospheric regions interact directly with the solar wind via magnetic field lines.

A number of international research programs involved in the collection of observational data at the Earth's upper atmosphere and magnetosphere have recently been completed resulting in data bases which are unparalleled in the history of science. Present-day science is faced with the most important and urgent task of systematizing and classifying these data bases and of finding the relationships among the diverse processes they describe.

International Geophysical Year (IGY) data analysis yielded two concepts which facilitated the ordering of the space-time description of the occurrence of geophysical events, namely the concept of the auroral oval (Fieldsstein et al., 1969) and the concept of the auroral (magnetospheric) substorm (Akasofu, 1968). The oval
concept made it possible to order the events observed at high latitudes because the auroral oval is closely associated with large-scale magnetospheric structure and may be used as a natural, spatial coordinate system to describe the processes occurring in the high-latitude, upper atmosphere. The substorm concept facilitated the temporal ordering of the events since the character of the processes in the upper atmosphere and in the magnetosphere is essentially contingent upon the location and the rate of injection and dissipation of solar wind energy inside the magnetosphere.

In recent years, it has become obvious that the occurrence of the high-latitude geophysical events in the Earth's environment is controlled to a great degree by the interplanetary medium parameters, namely, by the direction and intensity of the interplanetary magnetic field (IMF) vector, and by the solar wind plasma velocity and density (Akasofu and Chapman, 1972; Nishida, 1978; Lyatsky, 1978; Lyatsky and Malinov, 1983; Serguev and Tyaganova, 1986). The quantitative relations were established between the electric and magnetic fields and electric currents at altitudes above 100 km and the interplanetary magnetic fields. As a result, the third concept was formulated, namely, the interplanetary medium parameters control the electromagnetic processes in the high-latitude magnetosphere (the ionosphere included) which give rise to the geophysical events in this region of the Earth's environment. The International Magnetospheric Study Project (IMS) has made it possible to further develop the concept using complex experimental data. Subsequent years saw the construction of the quantitative models of the space-time distributions of the large-scale electric fields and of the ionospheric and field-aligned currents in the auroral and polar cap regions. The most comprehensive models were constructed on the basis of the geomagnetic field variations observed on the Earth's surface. Thus, the long-standing dream of geophysicists became real, namely, the algorithm was developed to infer the three-dimensional current system and the quasi-steady state electromagnetic field of the ionosphere from ground-based geomagnetic data.

The feasibility of using the ground-based magnetic data to obtain the electric fields and currents of the ionosphere has initiated an essentially new and very important phase in the development of the geophysics. Novel numerical methods for solving the equations which relate the magnetic field on the Earth's surface \( H \) to the ionospheric electric field potential made it possible to infer the real-time spatial distribution of fields and currents in the entire high-latitude region from the continuous recording of geomagnetic variations at stations in the existing network. At the same time, the vast volume of geomagnetic data accumulated during quite a number of years has made it possible to carry out the statistical studies, namely, to relate the geomagnetic field variations to the interplanetary medium parameters.

In numerous works, the combination of ground-based and space-craft measurements proved to be a powerful tool to study the diverse and complicated events in both space and time. As stressed by Vasyliunas (1970, 1972), Tverskov (1972), Gurevich et al. (1975, 1976), and Bostrom (1975), the magnetospheres and the ionospheres must be examined as a whole. This idea was realized by Lyatsky and Malinov (1982), and Jaggi and Wolf (1973) and was developed further via extensive, computer simulation models. The numerical simulations of the Rice University group have become a powerful tool to study the dynamics of the magnetosphere-ionosphere system (Harel et al., 1981).

In the subsequent sections of this work we shall trace the evolution of the ideas set
forth by Chapman (1933) and Aleven (1950) concerning the character of the system responsible for the geomagnetic field variations observed in high latitudes. Subsequently Kern (1966) theoretically proved the feasibility of using geomagnetic field variations on the Earth's surface to calculate the spatial structure of the current system for a uniform anisotropic conductivity of the ionosphere. Then, Kiveliov (1974) and Kuruvila et al. (1975) developed methods for the same calculation using nonuniform ionospheric conductivity. We shall also examine the electric field and current calculation algorithms used at present elsewhere. Since the calculations are based on the high-latitude geomagnetic field variation data, we shall briefly discuss the methods for discriminating the geomagnetic variations controlled by various solar wind parameters. The calculation results are compared with the direct measurements of the respective parameters in the near Earth space.

2. Magnetic Field Variations on the Earth's Surface and Associated Current Systems

The spatial distribution of magnetic field vectors on the Earth's surface do not permit an unambiguous definition of the current system which caused a given observed geomagnetic variation. The solution of such a problem requires that definite assumptions be introduced concerning the current configuration, the conductivity distribution, the ionospheric thickness, etc. The current systems most vividly discussed were proposed by Birckeland, Chapman, Vestine, and Alfven, namely, the Chapman-Vestine system (Vestine and Chapman, 1938) and the Birckeland-Alfven system (Birkeland, 1913; Alfven, 1950). Later on, the magnetic field variations at the Earth's surface were explained using both pure ionospheric and three-dimensional current systems (Kirkpatrick, 1952; Bostrom, 1964; Akasofu and Meng, 1969).

The unambiguous experimental evidence for the existence of the field-aligned currents above the ionosphere was obtained by analyzing the satellite magnetic measurements at altitudes of ~1000 km (Zmuda and Armstrong, 1974 and the reviews by Potemra, 1983; Akasofu, 1984; Feldstein et al., 1982a; Safeukis et al., 1982). The measurements were compared against simultaneous theoretical calculations which showed that, for uniform ionospheric conductivity and radial magnetic field lines along which the field-aligned current, j_z, is streaming, the field-aligned current-produced magnetic signal on the Earth's surface is completely cancelled by the magnetic field of the ionospheric Pedersen currents (Fukushima, 1976). This theorem is satisfied for both planar and spherical ionospheres and for any distribution of the currents streaming to and from the ionosphere.

Fukushima's works impelled most of the researchers to conclude that the real three-dimensional current system in the high-latitude ionosphere cannot in principle be calculated using ground-based magnetic data only. This opinion prevailed despite Kern (1966) where he proposed a scheme to cope with the spatial distribution of the ionospheric and field-aligned currents using values of the magnetic field H on the Earth's surface. This situation prevailed until Mishin and Popov (1969) used Kern's relation to calculate the values of j_z from the magnetic field of the SD-variation in May-August, 1958. Figure 1 shows the field-aligned current isolines obtained by Mishin and Popov for the northern (top) and southern (bottom) hemispheres. Current flowing into the ionosphere is drawn with the solid lines, and currents from
the ionosphere with the dashed lines. Their criticism of the Kern formula was most probably motivated by the strange patterns in the spatial distribution of $j_i$ that they obtained. Present-day knowledge of large-scale field-aligned currents during magnetic disturbances (IMF $B_x < 0$), does not agree with the $j_i$ distribution shown in Fig. 1. We must note here that some scientists still have doubts as to the validity of the methods for inferring three-dimensional current systems from the ground-based magnetic data only.

For simple models of the nonuniform ionospheric conductivity, the relationship between the equivalent and field-aligned currents was represented by analytical expressions by Lyatsky and Mal'tsev (1972). The theory for simulating the electric fields and currents in the high-latitude ionosphere from ground-based geomagnetic data was developed in a series of works (the relevant references may be found in Krylov, 1974 and Gurievich et al., 1975, 1976). The authors have derived the equation for the electric field potential $\Phi$ in the Earth's magnetosphere and ionosphere. For non-uniform ionospheric conductivity, the equation must be solved by numerical methods. Faemark (1980) described the difference method calcula-
tion procedure to infer the electric fields and currents in the latitudinal zone $\geq 60^\circ$ from the geomagnetic variations obtained by AFOVINAX et al. (1980) and LEVIUT et al. (1982). The calculations are made in terms of a particular model of the conductivity of the high-latitude ionosphere.

MAVLEV and SOKNYOK (1975) following Kern's method developed an equation for computing electrostatic potential which is analogous to that obtained by GUREVICH et al. (1975) and allows for nonuniform ionospheric conductivity. The solution was aimed at the analytical representation of the geomagnetic variation field from a confined, nonuniformly-distributed network of stations (MISHIN et al., 1977). The scheme of the solution was as follows: 1) The current function $\psi$ is determined by selecting the optimal spectrum of spherical harmonics for the initial magnetic variation field. 2) The magnetic and electrostatic potentials are represented by a spherical harmonic expansion. 3) N linear equations for the potential expansion coefficients are formed on the set of N points at which the conductivity, its derivative, and the current function are given. A similar method was used by MISHIN et al. (1980, 1981 and 1982 and the references therein) to infer the electric fields and currents in the high latitude ionosphere from ground-based geomagnetic data.

In the late seventies, KISARETH (1979) developed a different method for finding the parameters of three-dimensional current systems from the data of a chain of geomagnetic stations (see also KISARETH and ROSTOKER, 1977). The method does not solve the equation for the potential, rather it selects ionospheric current intensities which permit the best convergence of the calculated magnetic disturbance produced by a given current system with the real magnetic signal detected by a meridional chain.

KAMIDE et al. (1981) presented the height-integrated ionospheric current to be a sum of the toroidal and poloidal currents related to the equivalent current function $\psi$ (see also KERN, 1966). The logic of the inference of fields and currents from ground-based geomagnetic data is as follows: 1st obtain the initial magnetic field variations using the data from a network of high-latitude observatories; 2nd determine the potential of the initial magnetic field ($H = - \nabla \phi$) and the current function $\psi$; 3rd select a conductivity model ($\Sigma_0$, $\Sigma_1$); 4th numerically solve the equation for electrostatic potential ($E_z = - \nabla \phi$) by the difference method on the network with a latitude step $1^\circ$ and a longitude step $15^\circ$; 5th compute the horizontal current distribution; and 6th compute $j_z$ as the divergence of the horizontal current. Numerical procedures are described in more detail by KAMIDE and KROHEI (1984).

Thus, independently of each other, several groups of researchers have developed and applied the computational methods which make it possible to infer the distribution of the potential $\phi$, the electric field $E$, the horizontal ionospheric current $j_z$, and the field-aligned current $j_z$ from the variation of the geomagnetic field $H$ on the Earth's surface. In their calculations, each of the groups used a particular conductivity model, a particular data base for the magnetic field variations, and a particular method of numerical calculations.

3. The High-Latitude Geomagnetic Variation Field Structure Relevant to the Solar Wind Parameters

Both magnetospheric substorm fields and the magnetic field variations at high latitudes closely related to the parameters of the solar wind and of the frozen IMF.
(AKASOFU, 1977, 1981; NISHIDA, 1978, 1983; BOSTRÖM, 1975; FRISCH-CHRISTENSEN, 1981; ALFVEN, 1977, 1981; FLEIDSTEIN, 1976; TROSHCHCHEV, 1982; KAMIDE, 1982, 1984; STENF, 1983; SAKAIKAN et al., 1982). The variations involve the entire high-latitude region from the auroral zone to the pole and are observed continuously during quiet and disturbed periods. The DiP2 variations relevant to the B component and described GOM by NISHIDA (1980a, b) are the characteristic example of such geomagnetic field variations. SVALGARD (1968) and MANOJLOVIC (1969) noted the characteristic field variations relevant to the IMF sector structure. Later on, FRISCH-CHRISTENSEN et al. (1972), SUMARCZ and FLEIDSTEIN (1973), and KAWAKI et al. (1973) showed that these variations were controlled by the B component. Based on the close relationships of all these three geomagnetic field components in the near-pole region to the B component, FLEIDSTEIN et al. (1975) and FRISCH-CHRISTENSEN and WILHELMI (1975) proposed a regression method for extracting the B component-controlled fraction of the high-latitude magnetic field variation. The method was used later by MAEZAWA (1976) for the B component. The method was then used by MINISH (1978) and MAKONOVA et al. (1979) to find the geomagnetic field variation fraction controlled by solar wind velocity, V, and density, n. The near-pole magnetic field variations controlled by the positive B values were identified by SAGAWA (1971), MAEZAWA (1976), KUZNETSOV and TROSHCHEV (1977), and others.

The regression analysis method permits the magnetic field components on the Earth's surface to be related quantitatively to the solar wind plasma parameters and to the IMF components. The analysis was carried out by several groups with different sets of parameters. For example, LEVITIN et al. (1982) have presented hourly means of the horizontal and vertical components of the field variations on the Earth's surface in the \( \Phi = 60° \) latitude region to be the series

\[
H_E = K_N B_N + K_D V + K_b B + K_D V + \alpha \left( \frac{V}{100} \right)^2 + K_{\Phi} \left( \frac{V}{100} \right) + K_{\Phi} B + H_E,
\]

(1)

The series is assumed to be sufficient when describing the features of the geomagnetic field variations for the quasi-stationary processes in the Earth's magnetosphere as related to the interplanetary medium conditions. The addition of new terms fails to improve the agreement between the observed and model-calculated values of \( H_E \). The coefficients \( K \) are found by the least squares method from the condition of the best description of the disturbed field through the IMF components and the interplanetary parameters. Each of the series terms is a geomagnetic field response to a certain interplanetary medium parameter, while the \( V \) and \( \Phi \) components of the field are the extrapolation of the mid-latitude \( \Phi \) current system to the high-latitude zone. The determination of the coefficients \( K \) by the least squares method for each UT hour and for each observatory has been described in detail by MAEZAWA (1976), TROSHCHEV and TSYGANIKO (1979), and LEVITIN et al. (1982). The coefficient \( V \) and \( \Phi \) are much smaller than the \( K_b \) and \( K_D \), while the terms depending on \( \alpha \) and \( \Phi \) may be combined with \( H_E \) to constitute a single constant, \( H_E = K_{\Phi} + \alpha \left( \frac{V}{100} \right)^2 + K_{\Phi} \left( \frac{V}{100} \right) + H_E \), which characterizes the mean conditions in solar wind \( n < 4 \) particles/cm\(^3\) and \( V < 500 \) km/s from LEVITIN et al. (1982). Then, if the magnetic field variations are presented as a series in solar wind parameters, the mean values of the solar wind plasma parameters may be limited to the trimodal.
\[ H_0 = K^0 B_e + K^B B_b + H_0. \] (2)

The representation (1) has to be used in case of the extremal values of \( n \) and \( V \).

The series-expansion (2) of the hourly means of the high-latitude field variation components was used by Matzawa (1976), Belov et al. (1977), Trosničev and Tuganov (1979), and Trosničev et al. (1979). A similar expansion was made by Fris-Christensen (1979) using the 20-min means of the field components from the Greenland meridional chain of magnetic observatories. Two sets of the coefficients \( K \) were derived for the \( B_e < 0 \) and \( B_e > 0 \) data sets, respectively. The use of the hourly or 20-min means of the field components and the fairly simple \( H_0 \) representation in terms of a series of the interplanetary medium parameters have permitted the description of only the quasi-steady-state geomagnetic field variations. A somewhat different approach has to be used in describing the rapid and complicated magnetic field variations during magnetospheric substorms which are closely related to the intrinsic magnetospheric processes giving rise to the local changes of the current system geometry. For example, the mean error in calculating \( H_0 \) from the relation (2) was estimated (Ljutic et al., 1982) to be \( \pm 30 \) nT in a polar cap and \( \pm 50 \) nT in an auroral zone. The substorm-time disagreement may rise to \( \pm 100 \) nT because the applied methods for separating the high-latitude geomagnetic field variations relevant to the interplanetary medium parameters make it possible to describe only the fairly smooth geomagnetic field fluctuations related directly to the interplanetary medium parameters. Another and more original approach to describing the pulsed field variations during substorms seems to be necessary.

The equivalent currents used below have been obtained (Belov et al., 1977, Ljutic et al., 1982) by the regression analysis method and are due to a 1-nT change of the \( B_e, B_e < 0, B_e > 0 \) components and in case of the \( B_e = 0 \). Mishin et al. (1978, 1982) and the references therein made use of another method for finding the on-surface geomagnetic field variations controlled by the IMF components and by the solar wind parameters. The magnetic disturbance potential, \( U \), on the Earth's surface is presented by the series

\[ U(\theta, \lambda) = R_0 \sum_{i=1}^{N} G_i \delta G_i (\theta, \lambda), \] (3)

where \( G_i \) is the eigenfunction of the Laplace equation. The coefficients \( \delta \) are calculated using the measured values of the \( X, Y, Z \) components of the geomagnetic field vector from the network of stations \( (\theta, \lambda) = \cdots, N \). The current function, \( \psi \), which describes the equivalent ionospheric current, is determined through the same coefficients \( \delta \). The finite number of observation points restricts the length of the series (3). Therefore, the "optimal spectrum" (definite values of \( \lambda \)) is selected by estimating the errors in the coefficients of the spherical series. Such a selection is made using the orthogonalization of the basis function on the chosen set of reference points.

After that, the coefficients, \( \delta \), are subjected to regression analysis whose regression series consists terms comprising the solar wind parameters, the universal time (UT), and the geomagnetic activity indices. The length of the series is varied and may include up to 40 terms, namely, \( B, V, V^2, V^3, F \cos(UT), F \sin(UT), n, n^2, n^3, n^4, n^5, n^6, n^7, n^8, n^9, n^{10}, n^{11}, n^{12}, n^{13}, n^{14}, n^{15}, n^{16}, n^{17}, n^{18}, n^{19}, n^{20}, n^{21}, n^{22}, n^{23}, n^{24}, n^{25}, n^{26}, n^{27}, n^{28}, n^{29}, n^{30}, n^{31}, n^{32}, n^{33}, n^{34}, n^{35}, n^{36}, n^{37}, n^{38}, n^{39}, n^{40} \).
B cos(UT), B sin(UT), B cos(Ut), B sin(Ut), etc.

The reference points (B, A), whose data are used to determine d, amount to about 100, while the time interval of data sampling is some 10 days. The night-time values of the X, Y and Z-components of the geomagnetic field vector (quiet geomagnetic conditions) are taken to be the reference level for X, Y and Z variations.

The drawbacks of the analysis method described above are (i) the necessity for the reference level of the geomagnetic variation field to be introduced before making the correlation analysis and the associate possible distortion of the real current systems controlled by the solar wind parameters, (ii) the application of the spherical harmonic analysis in the high-latitude zone, especially in polar cap, where the magnetic observatories are rare and distributed nonuniformly (there are less than ten of them in polar cap), while geomagnetic variations are local. As a result, the very high harmonics of the expansion are inferred from the observation point data which are not very sensitive to the variations localized in the polar cap; (iii) a great number of arguments in the regression equation relating d, to the solar wind parameters. As a result, the model gets tedious, the expansion terms depending on each other appear, and the "elementary" geomagnetic variations controlled by Bx and By components become impossible to separate; (iv) a low reliability of the results because they were obtained for small sample size without grouping into the Bo>0 and Bo<0 IMF time intervals.

Bazarzhapov et al. (1983) have also employed the regression analysis method in a manner similar to that used by Maezawa (1976), Belov et al. (1977), Friss-Christensen (1979), and Tsyganenko and Tsyganenko (1979). They have obtained a geomagnetic variation model based on the regression equations relating the hourly means of the X, Y, Z-components of the geomagnetic field vector at given stations to the solar wind parameters.

4. Can the Three-Dimensional Current System Be Inferred from the Geomagnetic Field Variations on the Earth's Surface?

In Section 2 we discussed the algorithms proposed by various groups for restoring the character of the current system responsible for the geomagnetic field variations observed on the Earth's surface. The natural question arises: what is the extent to which the results obtained are correct? The question may be answered in only one way, namely, by comparing the model calculation results with direct space-borne measurements, either instantaneously at a given point in time or averages to obtain a global picture, or by comparison with radar data (Levitus, 1977a, b; Feldstein et al., 1982; c, 1984a; Baker and Kamide, 1985).

Kamide et al. (1983) and Wolf and Kamide (1983) tested the representativity of the method for calculating the magnetospheric fields and currents from ground-based magnetic data. They used a two-step procedure in which (1) the magnetic signal at the Earth's surface was calculated for given electromagnetic conditions in the magnetosphere and (2) the distributions of the magnetospheric fields and currents were calculated from a magnetic disturbance on the Earth's surface using an appropriate algorithm, wherever the distributions obtained were computed. However, the attempts were aimed rather at verifying the correctness of the mathematical formalism involved than at testing the physical assumptions used to
restore the magnetospheric fields and currents from the geomagnetic variations at the Earth's surface.

By 1976-1977, when FAERMARK et al. (1976) and LEVITIN et al. (1977a, b) started using the ground-based magnetic data to restore the current system in the Earth's magnetosphere, the space-time distribution of the large-scale field-aligned currents had been safely inferred from the observations on board the OGO 7 TRIAD, and ISIS-2 satellites (SUZUKI, 1975; ZMUDA and ARMSTRONG, 1974; IJIMA and POTEMRA, 1976a, b; POTEMRA, 1977; BURROWS et al., 1976; McDIARMID et al., 1977). The corrected geomagnetic latitude-local geomagnetic time coordinates are used in Fig. 2(a)–(d) to present several schemes of the field-aligned current distribution inferred from the Triad observations. The disturbances transverse to the foci lines of the main geomagnetic field, and hence the field-aligned currents, exist at any time of a day and at any magnetic activity level. The field-aligned currents flow into and out of the ionosphere at auroral latitudes. During the 1400-2300 (0000-1000) MLT interval, the field-aligned current is inward (outward) on the equatorward side of the oval and outward (inward) on the poleward side of the auroral oval. According to ZMUDA and ARMSTRONG (1974), magnetic disturbances are observed continuously from 1000 to 1400 MLT and do not involve any definite characteristic direction of the field-aligned currents (Fig. 2a3). According to IJIMA and POTEMRA (1976b), however, field-aligned current zone 3 is located poleward of zone 1 during magnetically quiet periods (Fig. 2b3). In contrast to zone 1, the zone 3 field-aligned current flows into the ionosphere in the afternoon sector and out in the prenoon sector, but the chaotic direction of the current is preserved near noon (the oblique shading in Fig. 2b4). Zone 3 is associated with the dayside cusp, the current intensity in that zone increases with enhanced the southward Bz component and is independent of the By component. The characteristic of the relationship of By to IMF components in zone 3 was established by IJIMA and POTEMRA (1976b) using the limited data of 11 orbits of the satellite. However, the pre- and afternoon traversals of the daytime cusp were not separated and the intensities and signs of the Bz component during the traversals were not indicated. In this model, the field-aligned current zones 1 and 2 exist during both quiet and disturbed periods, while zone 3 disappears during disturbed periods (Fig. 2c1). The polar cap is characterized by small-scale transverse disturbances of the geomagnetic field (Fig. 2d1) which are most frequently (>75%) of the cases) detected in the dawn sector from 0300 to 0900 MLT for 75 < D < 82°. Is the north polar cap, the disturbances are more frequent when the IMF is antiumward than in case of the upstream IMF. During the periods of persistent and intensive Bz > 0, the large-scale field-aligned currents at auroral oval latitudes degenerate into small-scale currents. Following LEVITIN et al. (1977a, 1982), Figures 2a2–2d4 present the results of the model calculations of the space-time distributions of jyz inferred from the magnetic field variation data. The height-integrated ionospheric conductivity was assumed to be uniform, thereby permitting jyz to be calculated from the simple relation

\[
j_{yz} = \frac{10}{4\pi} \sum_{n=1} \sin H(nT/km)\]

The allowance for the nonuniform ionospheric conductivity in the real summer conditions does not in practice effect the character of the space-time distribution of jyz.
Fig. 2. The space-time distribution of $\beta$, inferred from TRIAD data. (a) According to ZMOLZI and ARMSTRONG (1972). The currents flowing both into and from the ionosphere are located in region A, B is the equatorial region. (b) Magnetically quiet intervals according to ROY, and POSNER (1979b). (c) Magnetically disturbed period according to Fujita and Pomerleau. (d) Field-aligned currents in the polar cap according to SMITHEK et al. (1979).

The values of $\beta$ shown in Figs. 3(a)-(d) involve a calibration of different effects including the magnetic field of the current induced in the Earth, the height of the current-carrying ionospheric layer, etc. The isolines contour the regions of equal-intensity field-aligned currents. In Fig. 3(a) the field-aligned currents $J_{\|}$ ($H_x$) independent of the IMF direct on cover the entire high-latitude region and are divided
by the 2200–1100 MLT meridian into two zones where the dawn (dusk) sector currents flow into (out of) the ionosphere in the polar cap region, and flow out of (into) the ionosphere in the equatorward region. The maximum density of the currents is $-0.3 \times 10^{-3}$ A m$^2$. The space-time structure of $j_y(B,\theta)$ in Fig. 3(b) is similar to that of $j_y(H_x)$. Figure 3(c) presents the distribution of $j_y(B,\theta)$. The currents are located mainly in the polar cap region, flow into the ionosphere in the dusk sector, and flow out in the dawn sector. The currents $j_{y}^{c}(B)$ controlled by the azimuthal IMF component are mainly concentrated near the dayside cusp and cover the day sector from dawn to dusk. For $B_z > 0$ ($B_z < 0$) the currents flow into (out of) the ionosphere on the equatorward side and flow out of (into) the ionosphere on the poleward side (Fig. 3d). The intensity and direction of $j_y$ at a particular spatial point of the corrected geomagnetic latitude—local geomagnetic time coordinates is a function of the IMF.
There is, therefore, a probability for a satellite to record $j_i$ different not only in value but also in direction at the same point, but at different UT time. 

Like any model aimed at quantitative description of the regularities in the real situations, the model proposed must

(i) agree with the main regularities found experimentally in the field-aligned current distribution,
(ii) permit interpretation of individual observed deviations from such regularities,
(iii) predict new, yet unknown, regularities.

The $J_i$ model (Figs. 3(a)–(d)) inferred from the observations of the geomagnetic field variations at the Earth surface satisfies the above conditions.

The general space-time $J_i$ structure relevant to the IMF-independent geomagnetic variations (Fig. 3(a)) agrees with the structure of the large-scale field-aligned currents observed by TRIAD (Fig. 2(a)) although the $J_i$ intensity in the maxima is somewhat lower due to the spreading of the field-aligned currents over a large area compared with the data of individual orbits. The permanent solar wind "streaming" around the magnetosphere cause the permanent existence of the region 1 and 2 field-aligned currents. Geomagnetic activity during B<0 periods is accompanied by an enhancement of the field-aligned currents in zones 1 and 2 with simultaneous conservation of their spatial distribution structure (Figs. 3(b) and 2(c)). The dependence of the zone 1 $J_i$ intensity on the value of the southward ($B<0$) component agrees with the results of the direct measurements (McDiarmid et al., 1978; Ishma and Potemra, 1982). The zone 1 field-aligned current intensity increases as the $B<0$ component enhances, but does not vary with increasing $B>0$. This circumstance agrees with the proposed model because it may be interpreted as the existence of two field-aligned current sources in zone 1 of which one is independent of IMF, while the second is controlled by the southward IMF component. The $J_i$ distribution in the day sector is determined in a critical manner by the IMF intensity and direction. It is the IMF variability that is responsible for the occurrence of the irregular region in Fig. 2(a). By forming their various combinations, the currents $J_i (H_i), J_i (B_i)$, and $J_i (B_i)$ give rise to the variability of the resultant field-aligned current in the high-latitude dayside sector. The distribution of $J_i$ presented in Fig. 3(b) is in a good agreement with the model concept concerning the character of the $B$ component-controlled field-aligned currents proposed on other grounds by Stern (1973); Lyatsky and Lyatsky (1974); Vollala (1975b); and Lyatsky (1978) and then inferred from the ISIS-2 data by McDiarmid et al. (1979) and from TRIAD data by Wilhelm et al. (1978). The chaotic $j_i$ directions in zone 1 near local noon in Fig. 2(b) reflect the complicated distribution of the field-aligned currents and the difficulties faced in the analysis of the experimental data. The model calculations of the field-aligned currents in the polar cusp and polar cap (Feldstein et al., 1982c) have shown that the $j_i$ distribution corresponds to the scheme of Ishma and Potemra (1976b) for certain interplanetary conditions and to the scheme McDiarmid et al. (1979) for other conditions. It should be pointed out that the interpretation of the measurement data of particular satellite orbits in terms of one or another model is essentially dependent on the satellite trajectories.

Feldstein et al. (1982a) discussed in detail the models for the large-scale magnetospheric field-aligned currents proposed by Ishma and Potemra (1976a,b),
The model shown in Fig. 3 explained the experimental data better. It is now accepted that the high-latitude distribution of the field-aligned currents is largely controlled by IMF (POHLMANN et al., 1974). This is completely in agreement with the following conclusion (HEFFERN et al., 1974): "The results of the satellite observations of the field-aligned currents have to be treated not on the basis of the calculations according to geomagnetic activity level, but as being contingent on the IMF orientation in the following base situations: \( B > 0 \) and \( B > 0 \), \( B > 0 \) and \( B > 0 \), \( B > 0 \) and \( B > 0 \), \( B > 0 \) and \( B > 0 \).

Generally, the magnetic field variations detected by a satellite in the dusk sector are described by the two-layer model for the field-aligned currents flowing into the ionosphere in the near-pole part of the oval and flowing out in the equatorward part of the oval. However, the following case of anomalous direction was reported by McDARMID et al. (1973) at 0400-1000 MLT: a field-aligned current flows out of the ionosphere at the poleward edge of the oval and into the ionosphere at its equatorward edge along the outward cleft case within the oval. For all cases of the anomalous-field-aligned currents, the \( K \) component was northward. However, their direction was often normal at high values of \( B > 0 \). These experimental data can be explained by the model displayed in Figs. 3(c) and (d) and were explained by HEFFERN et al. (1974) by the dependence of the field-aligned currents on \( B > 0 \) but also on IMF component. In particular, on several orbits of the satellite the anomalous \( j \) direction was due to high values of \( B > 0 \) rather than \( B > 0 \). In the dusk sector, the normal \( j \) direction \( B > 0 \) must be observed for \( B > 0 \). The field-aligned current model displayed in Figs. 3(a) and (d) has made it possible to account for the occurrence of the three-layer system in the dusk sector on 13 of the S3-3 satellite orbits (MOFFET al., 1980).

In the proposed model, a field-aligned current system with maximum intensity at afternoon hours (current inflow) and premorning hours (current outflow) appears in the northern polar cap during \( B > 0 \) intervals. According to Fig. 3(c), the density of these currents reaches \( \sim 10^9 \) m\(^{-2}\) at \( B = -1 \) nT. The direction of the model field-aligned currents coincides with the cone current direction (HEFFERN and PICHARDO, 1976a). However, the modeled currents cover the entire daytime polar cap sector up to the pole, and failed to form narrow bands at \( \Phi > 30^\circ \) (see Fig. 2(b)), and were controlled by the \( B < 0 \) component, rather than by \( B > 0 \) component. This bold prediction which was to be verified and could be used to test the applicability of all the methods for restoring the three-dimensional current system from the ground-based magnetic observations data. In 1977-1980 our \( j \) system for \( B > 0 \) (Fig. 3(c)) provoked vivid discussions and certain distrust, while the method for separating the \( B > 0 \) component-controlled magnetic field variations on the Earth's surface was cast doubt by BAZANSEKOV et al. (1979), and PICHARDO and ZALESSKII (1983). The existence of the \( B > 0 \) component-controlled field-aligned currents in the dayside sector of the polar cap which flow into the ionosphere in the afternoon sector and out in the premorning sector was convincingly demonstrated by McDARMID et al. (1980) and by SAVLEKOS and POLIHMRA (1980). The preliminary analysis of the TRIAD data (POLIHMRA et al., 1980) demonstrated intense \( j \) in the polar cap for \( B > 0 \) nT. COSTER (1981) found a fairly high correlation between the intensity of the transverse disturbances of magnetic field inferred from the TRIAD and INSA-2.
data and positive values of the $B$ component. The existence of a large scale field-aligned current system in polar cap during summer, which is controlled by the $B>0$ component was also confirmed recently by IZUMI (1984) and AKAI et al. (1984). By now, the most comprehensive study of the space-time distribution of field-aligned currents during intense $B>0$ condition has been carried out by IZUMI et al. (1984). Figure 4(a) presents the composite diagram of the spatial distribution of the large-scale field-aligned currents inferred from the data of nine MAGSAT orbits traversing the high latitudes of the southern hemisphere on January 8, 1980. From 1:00 to 23:00 UT, $B$ was stable and equal to = -8 nT. Therefore, the consecutive orbits may be treated as a scanning of the steady-state spatial distribution of the field-aligned currents over the polar cap in summer. The large-scale field-aligned currents flowing into the ionosphere in the prenoon sector and out in the afternoon sector can be seen on the polar cap dayside on $\Phi =80^\circ$. The field-aligned currents at $\Phi =80^\circ$ belong to zones 1 and 2. Figure 4(b) presents the intensities of magnetic disturbances along the orbits. The near-pole currents are much more intense than in zones 1 and 2 and reach $=0.8 \times 10^7$ A m$^{-1}$ in the day sector at $\Phi =33^\circ$. These estimates have been inferred from the satellite magnetograms on the assumption that the currents $j_{C}$ are of the form of infinite "curtains" extended across the orbits. Since in reality the configuration may be treated as "curtain" type in only a rough approximation, the real $j_{C}$ may differ from these estimates (KISBERG and ROOTSBERG, 1977; DRUMMOND et al., 1985). The comparison of Figs. 4(a) and (b) with Fig. 3(c) shows that the positions, directions, and intensities of the currents are similar. The data of the MAGSAT and TRIAD measurements presented by IZUMI et al. (1984) must be treated as excellent evidence for the existence of the $B>0$ component-controlled large-scale field-aligned current system in the near-pole regions. The characteristic features of the system, namely, the location of the most intense currents on the dayside, flowing into ionosphere in the afternoon sector and out in the prenoon sector, the relationship to the $B>0$ component intensity, were inferred from the observations of the magnetic field variations on the Earth's surface. The results of IZUMI et al. (1984) confirm the existence of this $B>0$ current system rather than actually discovering a "new Birkeland current system". The field-aligned current model displayed in Figs. 3(a)-(d) is identical to the pattern of the field-aligned currents in the dayside cusp region for the northern hemisphere for various IMF directions proposed by TROSHCHEV and GIZZER (1980) and TROSHCHEV (1984). In contrast to the model which gives the field-aligned current direction and intensity for each hour of MLT and for each degree of latitude, the pattern gives but a general idea about the location of the currents by substituting a line for the regions where they are present. A somewhat different pattern of field-aligned current distribution was proposed by PUDOVKIN et al. (1984). The main differences are due to the location and direction of the $j_{C}$ controlled by the $B$ component. Namely, the field-aligned currents $j_{C}$ are located exclusively in zone 1, their directions are different at prenoon and afternoon hours and do not depend on the $B_{z}$ sign of the $B$ component. Present-day satellite data unambiguously confirm the pattern presented here as reported by TROSHCHEV (1984), WILHELM et al. (1978), DOYLE et al. (1981), VENNERSTROM et al. (1984).
Fig. 4. (a) A composite diagram of spatial distribution of large-scale field-aligned currents during nine MAGSAT orbits across the south polar cap on January 8, 1980 (from 1100 to 2300 UT). The A component (equal to B - 0.8 Y) and is stable throughout the interval. Eccentric geomagnetic dipole latitude-local geomagnetic time coordinates are used. (b) The magnetic disturbance vector transverse to the main geomagnetic field directed to the Sun along orbits 2 through 5 (Hines et al., 1984).
5. Determination of the Electromagnetic Parameters of the Upper Atmosphere in Terms of a Model for Nonuniform Ionospheric Conductivity

In the case of nonuniform ionospheric conductivity, the electric field potential is determined from the second-order partial differential equation

\[
\frac{1}{\rho^2} \left[ \nabla \times \left( \frac{\mu_0}{\epsilon_0} \nabla \Phi \right) \right] = \frac{1}{\rho^2} \left[ \nabla \times \left( \frac{\mu_0}{\epsilon_0} \nabla \phi \right) \right] - \frac{2}{\rho^2} \nabla \cdot \left( \frac{\mu_0}{\epsilon_0} \nabla \phi \right) + \frac{1}{\rho^2} \nabla \cdot \left( \frac{\mu_0}{\epsilon_0} \nabla \Phi \right)
\]

where \( \theta \) and \( \lambda \) are respectively the colatitude and longitude in spherical coordinates, \( \rho = \sqrt{\sin^2 \theta + \lambda^2} \), and \( \Phi \) is the current function related unambiguously to the variation of the horizontal magnetic field on the Earth's surface and calculated for various classes of the geomagnetic field variations. The numerical calculations of \( \Phi \) on the basis of (4), the height-integrated ionospheric conductivity tensor is usually specified on a grid with a 1° step in latitude and a 15° step in longitude (1° of local geomagnetic time). The total integral Hall and Pedersen conductivities are composed of the conductivities resulting from both ionization by solar radiation and particle precipitation. The solar UV input produces height-integrated conductivities that vary as the cosine of the solar zenith angle (Mitra, 1979; Robinson and Vondrak, 1984). This conductivity source represents a background upon which the contribution from auroral charged particles should be added (Wallis and Budzinski, 1981; Spiro et al., 1982). The models of high-latitude height-integrated ionospheric conductivities proposed elsewhere were discussed and compared in (Vidal, 1984; Feldstein and Levin, 1984). Different conduction models are used as input to solve the equation (4) numerically.

Kamide and Richmond (1982) calculated electric fields and ionospheric and field-aligned currents on the basis of ground-based magnetic records used with data from different models for ionospheric conductivity. It has been shown that the ionospheric current patterns are practically independent of the field-aligned current patterns are weakly dependent on the choice of the conductivity. Our calculations have proved to be in complete agreement with these conclusions. They also substantiate the use of the uniform ionospheric conductivity model to calculate the summer patterns of the field-aligned currents from the ground-based magnetic variation data in the pioneer studies of such kind.

The application of more realistic conductivity models will little change the \( j \) distribution shown in Fig. 1. The uniform ionospheric conductivity approximation seems to be sufficient in summer to calculate the estimates of the ionospheric and field-aligned currents from the ground-based data. The experimental data of magnetic and electric fields at low altitude do not contradict this conclusion (Wilmheim et al., 1978; Prindah and Spanglev, 1977; Prindah et al., 1979). The analysis of the combined measurements of magnetic and electric fields from the low-altitude satellites suggests that the summer ionospheric conductivity may be treated as nearly uniform. In the following sections we describe the results of model calculations of the electrostatic potential and the electric fields from the magnetic field variations on the Earth's surface and the inhomogeneous ionospheric conductivity models. As a rule, for the corpuscular part we use the Wallis and Budzinski (1981)
model. These calculations fail to introduce essential corrections in the results for all of summer and part of equinox seasons. In winter, when solar UV induced conductivity is practically absent, the situation changes. The necessity arises to have more accurate information on the high-latitude distribution of the corpuscular conductivity which is extremely variable and may differ noticeably in the particular cases from the mean model distributions.

6. "The Electrostatic Potential and Convection in the High-Latitude Ionosphere as a Function of Interplanetary Conditions"

6.1 The main features of the spatial distribution of $\Phi^0$ (Φ, MLT) in different seasons

Numerical model calculations (Afrajmovich et al., 1983; Feldstein et al., 1984a, b; Lübben et al., 1984), of the potential $\Phi^0$ at the observation point (Φ, MLT) can be represented by

$$\Phi^0(\Phi, MLT, B, R) = \Phi^0(\Phi, MLT, B) + \Phi^0(\Phi, MLT)$$

where $B$ and $R$ are the hourly means of the IMF vector components at the moment when $\Phi$ is determined. The model contains different sets of the coefficients $\Phi^0$, relevant to the calculations for the $B_\parallel \geq 0$ component (use is made of the WALLIS and BUDZINSKI (1981) model for the height-integrated ionospheric conductivity at $K_p < 3$) and at the $B_\parallel < 0$ component (use is made of the height-integrated conductivity model at $K_p > 3$). The distributions of $\Phi^0(\Phi, MLT, B)$, $\Phi^0(\Phi, MLT)$, and $\Phi^0(\Phi, MLT)$ show how the electric field in the high-latitude ionosphere responds to the IMF components $B_\parallel = 1$ nT, $B_\parallel = -1$ nT, and $B_\parallel = 0$, respectively. As a result we can obtain the distribution of $\Phi^0(\Phi, MLT, B, R)$ under a particular IMF situations.

Figure 5 shows $\Phi^0(\Phi, MLT, B)$ and $\Phi^0(\Phi, MLT)$ in the $\Phi$-MLT coordinate. The isolines present the equal values of the electrostatic potential in kV. Each panel shows the IMF conditions (season, the universal time for calculating the distribution of the height-integrated ionospheric conductivity due to solar UV radiation from the Sun (UT), corresponds to the coincidence between the geomagnetic and geographic axes), the $K_p$-index characterizing the high-latitude ionospheric conductivity due to the corpuscular precipitations in terms of the WALLIS-BUDZINSKI (1981) model.

These "elementary" potential distributions are characterized by the following features. Two convective vortices exist in summer when $B_\parallel = 0$, i.e., in case of quasi-nutational interaction of the solar wind plasma with the magnetosphere (the $\Phi^0$ contour lines represent convective flow paths of magnetospheric plasma with $\Phi^0 > 0$ characterizing the counterclockwise convection). The centers of the vortices are located at $\Phi = 77\degree$ for 0300-0600 MLT (the dusk vortex) and at $\Phi = 80\degree$ for 1600-1700 MLT (the dusk vortex). The potentials 12.6 kV at the dusk vortex center and 16.5 kV at the dusk vortex center. In its spatial dimensions the dusk vortex exceeds the dawn vortex.

The $B_\parallel$ component produces a single convective vortex centered about the corrected geomagnetic pole. The convection direction in the vortex depends on the sign of the IMF azimuthal component namely for $B_\parallel > 0$ (positive) the convection in the northern hemisphere is clockwise (counterclockwise). The inverse relationship between the $B_\parallel$ and convection direction is observed in the southern hemisphere.
Like the quasi-convective interaction, the southward IMF vector component produces two convective vortices of the same direction. The $B_z<0$ condition enhancements both dawn and dusk vortices which are permanently present in the
high-latitude ionosphere due to the continuous interaction of the solar wind with the magnetosphere.

In summer, the center of the dawn vortex produced by the $B_{\parallel} = -1$ nt component is located at $\Psi \sim 75^\circ$ for $-0500$ MLT, where $\Psi = -7$ kV. The dusk vortex center is located at $\Psi \sim 75^\circ$ for $-1700$ MLT, where $\Psi = -6$ kV. In this case the spatial dimensions of the dawn vortex exceed those of the dusk vortex.

The northward IMF vector component produces two convective vortices with the convection divetions opposite to those in the vortices produced by the viscous interaction and the $B_{\parallel} = 0$ component. In their dimensions, these vortices are much smaller and are located in the dayside polar cap sector. In summer the dawn vortex center is located at $\Psi \sim 82^\circ$ for $-0900$ MLT (where $\Psi = -1.5$ kV), and the dusk vortex center at $\Psi \sim 82^\circ$ for $-1500$ MLT ($\Psi = -1.8$ kV).

In winter, the vortices are rearranged. At $B_{\parallel} = B_{\parallel} = 0$, the dawn vortex center is located at $\Psi \sim 80^\circ$ for $-0200$-0300 MLT (where $\Psi = -34$ kV), and the dusk vortex center is at $\Psi \sim 73^\circ$ for $-2000$ MLT ($\Psi = -21$ kV). The dawn vortex produced by the $B_{\parallel} < 0$ component is spatially larger than of the dusk vortex and covers almost the entire high-latitude region (the maximum value of $\Psi = \sim 21$ kV). The $B_{\parallel}$ component-produced main vortex gets narrower, and an additional vortex appears at night hours. At the equinoxes, the distributions of $\Psi$, $\Psi$ and $\Psi$ are intermediate between summer and winter.

The representation of the ionospheric convection pattern by the sum of elementary cells coincide with the three types of magnetospheric convection cells suggested by BRUCE et al. (1985), and REIFF and BURCH (1985), namely, the merging cells (at $B_{\parallel} = 0$ in our case, see Fig. 5(b)), the viscous cells (at $B_{\parallel} = B_{\parallel} = 0$ in our case, see Fig. 5(e) and the sheath cells controlled by $B_{\parallel}$ in our case, see Fig. 5(e) and by $B_{\parallel} = 0$, see Fig. 5(a)). In Fig. 5, however, the ionospheric manifestation of the viscous cells cover also exist in the polar cap, while the sheath cells are extended to the auroral zone. Therefore, a more significant overlapping of the magnetospheric cells may occur. As a result, the ionospheric systems are somewhat different than the magnetospheric systems predicted by BURCH et al. (1985) and REIFF and BURCH (1985). However, the coexistence of three types of convection cells as elements of single convection model (BRUCE et al. 1985) is completely in agreement with our model.

Under the real conditions, a particular $\Psi(B_{\parallel} = B_{\parallel} = 0)$ pattern depends on the IMF orientation and may be much more complicated. To illustrate the total effect of the $B_{\parallel}$ and $B_{\parallel}$ components on the potential distribution pattern, Figure 6 shows the summer distributions of $\Psi(B_{\parallel}, MLT)$ for $B_{\parallel} = 0$ and $B_{\parallel} = -56$ nT, $B_{\parallel} = -9$ nT, $B_{\parallel} = -4$ nT and $B_{\parallel} = 3$ nT.

The model distributions of $\Psi$, $\Psi$ and $\Psi$ make it possible to estimate the potential difference, $\Delta\Psi$, across the polar cap. In the situation with $\Psi = B_{\parallel} = 0$ (the case of quasiviscous interaction), $\Delta\Psi = 29$ kV but varies somewhat depending on the conductivity model applied. According to APEDINER et al. (1979) and SERGIOV and KOMPATSOV (1981), the value of $\Delta\Psi$ is proportional to the square of the solar wind velocity. When the southward IMF increases by 1 nT the value of $\Delta\Psi$ is $13.5$ kV, and when the northward IMF increases by 1 nT the potential difference is $3.3$ kV and is directed inversely from dusk to dawn and appears in the polar cap day sector. TROMBICS (1980) obtained approximately the same value of $\Delta\Psi$ on the assumption of uniform height-integrated ionospheric conductivity in summer with
Fig. 6. The isolines of the electrostatic potential $\phi$ in kV in summer for various interplanetary conditions (Fleishstein et al., 1984a).
Σₐ=16. The model value of ΔΦₐ=28 kV in the B<0, B<0 situation agrees with the results of the direct measurements over the polar cap from the low-orbiting satellites AE-C and DIANNA et al., 1981, 53-2DROTT and BURKE, 1983, and 53-3DVEGAN et al., 1983. They report a ~39 kV IMF-independent potential difference over the polar cap. However, this value is much larger than the ΔΦ value measured by MÖTTER (1984) in the magnetospheric boundary region which was ~5 kV in case of viscous interaction. Further satellite and radar measurements to be taken to establish the ultimate relation between the electric field induced by viscous interaction and merging of the IMF and the magnetospheric magnetic field on the magnetopause and the value of ΔΦ across the polar cap.

LYAŠSKY (1978), CROOKER (1979), COLE (1982, 1984), and TROSHCHEV (1984) have analyzed the IMF effect on the high-latitude convection. The B₀ component controls the merging at the magnetopause giving rise to a decrease or increase of the potential difference across the polar cap. The B₂ component gives rise to an increase of the convection intensity in the dawn (dusk) sector of the northern hemisphere when B<0 (B>0). This feature of the convection behaviour was first noted by Héppner (1972) and confirmed afterward by numerous studies including JORGENSEN (1981) and CLAUER et al. (1984). GALEERIN et al. (1978) have demonstrated the dependence of the convection direction in the dayside cusp on the B₀ component sign. The possible effects of the IMF components on the magnetospheric convection were discussed by STERN (1983), CROOKER (1982), and ALEMOV and BULANKAYA (1983a, b) using a model for the superposition of a homogenous IMF on the dipolar geomagnetic field. Despite its simplicity, the model accounts for numerous fine scale features of the convective motion distribution in the magnetosphere. It should be noted that the convection model at B<0 presented in Fig. 6 differs from the analogous schemes proposed by CROOKER (1979), TROSHCHEV (1984), and others.

The model calculations have shown that the concept of narrow (~1 hour near noon) cross-propagation proposed in HELIN (1984 and the references therein) for the convection pattern on the polar cap day side fails to be reflected in the Φₐ(M, MLT) distributions inferred from the ground-based magnetic observations.

The transition from sunward convection in the dawn and dusk sectors to the antisunward pattern in the polar cap takes the form of a rotational reversal. The change from the sunward velocity direction to antisunward in Fig. 6 is due to the rotation of the convection velocity vector with a moderate increase in velocity. These results agree with the radar experiments (EVANS et al., 1980; FOSTER et al., 1981; JORGENSEN et al., 1984) which show that the convection in the polar cap occurs over a broad time interval from 0600 to 1600 MLT. The measurements (BARTL et al., 1985) have shown that plasma enters the polar latitudes across a rotational convection reversal which span at least 3 hours of local time in the noon sector. Something like a thread, but much more extended than ±1 hour near noon, appears at high values of B₀ and B>0. (FEINSTEIN et al., 1984a).

6.2 Intercomparison of the Φₐ patterns inferred from the ground-based magnetic field variations

It is presently possible to compare two independent calculations of Φₐ using the magnetogram-inversion schemes. FEINSTEIN et al. (1984a) use hourly data from the
standard high-latitude observatories for 1968, the TAERMARK (1980) algorithm, and the Metha (1976) and WALLIS-BUDZINSKI (1981) models for height-integrated ionospheric conductivity. FRIIS-CHRISTENSEN et al. (1985) used the 20-min data from the chain of magnetometers along the west coast of Greenland for the summer seasons of 1972 and 1973, the KAMIDE et al. (1981) algorithm, and the height-integrated ionospheric conductivity models similar to those used by KAMIDE and MAYENSHA (1979). In both cases, the magnetic field variations on the Earth's surface controlled by the B and B components and independent of IMF were separated using the same method.

Figure 7 presents the results of FRIIS-CHRISTENSEN et al. (1985) for the various IMF orientations. The φ (φ, MLT) patterns for B = -B = 0 is shown in the center. Eight other patterns for various combinations of B and B are displayed in the B, B coordinate system, with √ B B = 5 nT. Although these calculations were made using different algorithms and different input data, the general features of the potential distribution proved with several exception turnings to be in a good agreement with FRIIS-CHRISTENSEN et al. (1984a) shown in Fig. 6.

The two-cell convection pattern has been obtained for the B = -B = 0 condition with the zero potential line near the geomagnetic pole and a ~30-35 kV potential difference across the polar cap. The B/B = 0, B = 0 condition is characterized by a decrease of the dawn vortex, by a shift of its focus near to midnight, and by a clockwise rotation of the distribution as a whole. The two-cell convection pattern is preserved, although the electric field direction may change from dawn-dusk to dusk-dawn in a limited latitude region of the day sector. In Fig. 7 it is seen from the isolines character in the day sector at φ ~ 83°, and in Fig. 6 isoline surge is absent due to the spatial smoothing. However, the two studies do not confirm the occurrence of the four vortex convection system in high latitudes during the B = 0 intervals as proposed by BURKE et al. (1979). The B > 0, B < 0, B = 0 situations are accompanied by an enhanced convection in the dawn (dusk) sector.

KAMIDE et al. (1983) and MISHIN et al. (1984) calculated the high-latitude potential distributions using their magnetogram inversion techniques. The magnetic field variations at 107 magnetic observatories during the CDAM-6 period for March 22, 1979 were used as input data. WOLF and SPIRO (1984a) have found a reasonably good agreement between the results of the two studies by comparing visually between the potential distribution plots at 10.10 UT, 11.10 UT and 11.40 UT on March 22, 1979. Figure 8 is a quantitative comparison between the distributions of φ along the meridional cross-section separated by three hours of MLT. The respective KAMIDE et al. (1983) meridional cross-sections were averaged for the 10 minutes which fell within the 30-45 minutes intervals used by MISHIN et al. (1984). Noticeable discrepancies exist during all the substorm phases in the character of the latitude variation of φ along fixed meridian. Since the values of magnetic field variations used as input data were identical, the discrepancies must be unexpected. They cannot be ascribed to differences in the conductivity models used in calculations. The allowance for the difference in the boundary conditions also fails to significantly improve the agreement between the results of the two groups of researchers. It is desirable to find the reasons for the disagreement, which is necessary for further perfection of the method of potential restoration from the ground-based magnetograms. BAKER and KAMIDE (1985) also revealed some discrepancies for the CDAM-6 period at the comparison of
radar electric fields with the KRM output.

The electric field model obtained by statistical processing of the incoherent radar data (Foster, 1983) was scaled to the model for the potential \( \phi(\theta, MLT) \) at northern-hemisphere auroral latitudes (Foster, 1984). Figure 9 shows the potential
Fig. 8. Comparison between the meridional profiles of the electrostatic potential calculated for individual intervals of the March 22, 1979 magnetic disturbance by the magnetogram inversion technique (Kerr et al., 1983), the solid lines; Mosen et al., 1983, the dashed lines. The horizontal lines characterize at during the 1012, 1015, 1018, 1021, 1024, 1027, 1030, 1033, 1036, 1039 UT intervals. The vertical columns are for the meridional profiles at 0000, 1200, 0300, 1500, 0600, 1800, and 0900 MLT with the start time on the left.
isolines in this model (at the left) and in the model LEVITIN et al. (1984) (at the right) for the IMF situation with \( B_z = -2 \, nT \), \( B_y = -3 \, nT \). The results of comparing between the models indicate that the average potential distribution restored from the geomagnetic data reflects the global features of the electric field potential \( \phi(\Phi, MLT) \) inferred from direct measurements.

HEILIS (1984), POTEMRA et al. (1984), and REIFF and BURCH (1985) have proposed the models of high-latitude plasma convection dependent on the \( B_z \) component. HEILIS (1984) has analyzed the convection distribution along the AE-C orbits and constructed a detailed model for the convection on the day side of the polar cap for \( B_z < 0 \) and various \( B_z \) directions. Figure 10 shows the vectors of the convection velocity \( V_z \) along the satellite trajectories (to the left) and the model \( V_z(\Phi, MLT, B_z) \) distributions calculated in terms of the model LEVITIN et al. (1984). The model describes adequately the large-scale features of the experimental data, in particular the changes of the convection directions in the respective IMF situations. It may be expected, therefore, that the model is close to reality throughout the high-latitude region. Figure 11 shows the model convection distributions (HEILIS, 1984) for the dayside hemisphere at \( \Phi \geq 60^\circ \) to the left and the convection velocity distributions in terms of the electric field model (LEVITIN et al., 1984) for the same region (at the right). The values \( B_z > 0 \) and \( B_z < 0 \) adopted by HEILIS correspond to \( B_z = -2 \, nT \), \( B_z = 3 \, nT \), and \( B_z = 10 \, nT \) in the LEVITIN et al. (1984) model.

In the \( B_z = +10 \, nT \) situation, plasma flows to the near-pole region in the dusk sector at an increased velocity at \( \Phi < 80^\circ \) HEILIS et al. (1976) called the throat. In the \( B_z = -10 \, nT \) IMF situation, the entrance of the sunward convective streams occurs near noon at \( 65^\circ < \Phi < 75^\circ \) and the plasma flows into the near-pole region at the highest velocity through the dusk sector. Thus, the plasma flows into the near pole region mainly through the dawn (dusk) sector at \( B_z > 0 \) (\( B_z < 0 \)). However, the flux change over from sunward to antisunward direction is different in the HEILIS (1984) and LEVITIN et al. (1984) models. Perhaps the local convective whirlings seen in Fig.
Fig. 10. The distribution of the convection velocity \( V_x \) along the AE-C orbit. The experimental data (Huttunen, 1984) are shown on the left and the model data (Lehtinen et al., 1984) on the right for the IMF situations indicated.
Fig. 11. The model distributions of incompressible plasma stream in various geomagnetic conditions. According to Erofeeva et al. (1994) on the left and according to Erofeeva et al. (1994) on the right.
11 at the right in higher latitudes may be interpreted in terms of the throat, namely at $B_t = -10$ nT, 0600 0800 MLT on $\Phi = -75^\circ$ and at $B_t = -10$ nT, 0600 0800 MLT at $\Phi = -75.8^\circ$.

The presence of the inverse (sunward) convection in the polar cap during the $B_t = 0$ intervals, which was noted first in the geomagnetic data (MATSUWA, 1976; KRYHNOV and TROSHCHEN, 1977; and many other works), and then in the satellite data (BURKE et al., 1979), has motivated researchers to set forth the hypothesis that four convective vortices exist in the high-latitude ionosphere during such intervals (BURKE et al., 1979; RENZHENOV et al., 1980; RENZHENOV, 1991; AKASOFU and ROEDERER, 1983; TROSHCHEN, 1984; REIFF and BURCH, 1985 and the references therein).

The model (LEVITIN et al., 1984) predicts a complicated spatial pattern of convection depending on the IMF which is considerably different from such idealized configuration probably because the satellite observations yield true information on the convection distribution only along satellite orbits. The extrapolation to the entire high-latitude region depends in a certain manner on the researcher's intuition. Therefore, such extrapolation should be treated with caution.

Figure 12 shows the isolines of the potential $\Phi (\Phi, \text{MLT})$ for IMF conditions with $B_z = 6, 8, 13$ nT and $B_t = 0$ in accordance with the LEVITIN et al. (1984) model. These distributions demonstrate that even for large positive values of $B_t$ the region with the dusk-dawn electric field direction covers but a limited sector of the dayside polar cap and does not extend to the night side. An interesting fact should be noted, namely the clockwise potential rotation of the potential pattern with increasing $B_t$ while the conductivity remains constant. The convection pattern which is symmetric with respect to the noon-midnight meridian at $B_t < 0$ turns to the dawn-dusk meridian for $B_t > 0$ nT. The same rotation was described by YASUKI et al. (1983) relevant to the conductivity variations in the auroral oval.

The effect of $B_t$ on high-latitude convection during northward IMF was discussed in POTEMRA et al. (1984), REIFF and BURCH (1985) and the references therein. Figure 13 shows the appropriate schematic convection diagrams according to POTEMRA et al. (the upper row), REIFF and BURCH (the middle row) and LEVITIN et al. (the lower row) for the $B_t = 10$ nT, $B_t = 0$, $B_t = 10$ nT, $B_t = 0$, $B_t = 10$ nT, $B_t = 0$ situations. Significant differences in the proposed convection models can be seen. We expect that the recent satellite and radar observations will make it clear to what extent the proposed models are able to simulate the real situation.

7. The Dependence of the Electric Field in the High-Latitude Ionosphere on Interplanetary Parameters

Numerical model calculations (AFONIN et al., 1983; LEVITIN et al., 1984) of the electric field $E$ (the meridional component is positive directed towards the corrected geomagnetic pole, the azimuthal component is positive directed towards the magnetic east) at the observation point $(\Phi, \text{MLT})$ can be represented by

$$E(\Phi, \text{MLT}, B_t, B_\theta) = E_\varphi(\Phi, \text{MLT})B_\varphi + E_\theta(\Phi, \text{MLT})B_\theta + E(\Phi, \text{MLT})$$

and is determined by the structure of the potential $\Phi (\Phi, \text{MLT}, B_t, B_\theta)$ which is
Fig. 12. The model (Ferriere et al., 1984) distributions of the potential values at various values of the $B_{z}$ component: (a) $B_{z} < 0$, (b) $B_{z} = 0$, (c) $B_{z} > 0$. The $B_{z}$ values range from -6 to 6.
Fig. 1. The schematic diagram of magnetostreric convection in the north polar region for positive values of $B$. The geomagnetic component $B$ ranges from strongly positive values at the left to zero value at the center and strongly negative values at the right. The upper row is from Potemra et al. (1984), the middle row is from Ritter and Bieler (1983), and the lower row is from Livishch et al. (1984).
associated with \( F \) by the relation \( E = -V\cdot A \).

The distributions of \( B, E, H, \) and \( E \) are determined by the respective distributions of \( \Phi, \Phi^2 \), and \( \Phi^4 \) and reflect the response of the electric field in the high-latitude ionosphere to the variations of \( B = B_0 \) and \( B = B_0 \).

The model distributions of \( E, B, H, \) and \( E \) predict a complicated pattern of the spatial structure of the total electric field which can only describe the general electric field distribution due to the assumptions adopted (for example, \( 1975; \) \( 1975; \), \( 1977; \) \( 1978; \) \( 1979; \) \( 1979; \)).

This circumstance should be borne in mind when analyzing the satellite data. The comparison between the results obtained on close, but not identical, orbits through the \( \Phi>60^\circ \) region should be made very cautiously. Sufficiently pronounced spatial variations of the electric field must also be taken into account when interpreting the complex experiments, like those of \( 1975; \) \( 1977; \) \( 1978; \) \( 1979; \) when the electromagnetic measurements are taken simultaneously but the Earth observations point spaced several degrees of latitude apart (\( 1984; \) \( 1984; \)).

7.1 Comparison of the model calculations of \( E(\Phi, MLT) \) with the HEPNER (1972) observations on the dawn-dusk meridian.

The OGO-6 observations were used in \( 1972; \) \( 1972; \) to obtain the typical configurations labeled A, B, C, D, E, F, G, H, I, K, SC, K) of the meridional electric field component in the northern high-latitude region in summer along the dawn-dusk meridian. Figure 14 presents the latitudinal profiles of the meridional component \( E_0 \) on the dawn-dusk meridian in summer (a) and winter (b). In all the figures, the positive values of \( E_0 \) correspond to the dawn-dusk field. Each figure shows the \( E_0(\Phi) \) distributions for \( B = 0 \) and \( B = 0 \) (above), \( E_0(\Phi) \) for \( B = 0 \) (in the middle), and \( E_0(\Phi) \) for \( B = 0 \) (in the bottom). The \( E_0(\Phi) \) for \( B = 0 \) and \( B = 0 \) are shown in Fig. 14. In the \( 1984; \) \( 1984; \), the \( E_0(\Phi) \) for \( B = 0 \) and \( B = 0 \) and, therefore, two plots at the bottom of the figure are sufficient for all possible situations with \( B = 0 \) to be described.

In the \( B = 0 \) IMF condition, as follows from Fig. 14, the polar cap electric field is directed from dawn to dusk. In the auroral zone, the field sign reverses. The permanent existence of the dawn-to-dusk field and its relatively high intensity compared with the rest of the terms in Eq. (\( 6; \) provide for the predominant dawn-to-dusk direction of \( E_0 \) in the polar cap. However, this electric field is inhomogeneous (i.e., stronger in the dawn sector). Correspondingly, Heppner's configuration B must be observed not only at \( B = 0 \) and \( B = 0 \), but also to a less extent \( B = 0 \) and \( B = 0 \).}

The electric field \( E_0(\Phi) \) configuration is of the Heppner type A when that field is added to the field \( E_0 \), the field \( E_0(\Phi) \) gives rise to an increased field intensity in the polar cap and in the auroral zone. The electric field controlled by the northward IMF vector component \( E_0(\Phi) \), composed with \( E_0 \) will, on the contrary, give rise to decreased field intensity in the polar cap and in the auroral zone.

This latter condition may yield the Heppner type configuration with high-intensity \( B = 0 \) fields.

The electric field \( E_0(\Phi) \) gives rise to a decreased field \( E_0 \) in the dusk sector, and to an increased \( E_0 \) in the dawn sector. The direction of the field \( E_0(\Phi) \) is the same as the \( E_0(\Phi) \) in the dusk sector on \( \Phi = 84^\circ \) and is opposite in the dawn sector on \( \Phi = 84^\circ \). The \( E_0 \) distributions at \( B = 0 \) and \( B = 0 \) differ little from each other. Thus, the model distributions shown in Fig. 14 may account for all the
Fig. 14. The longitudinal profile of the axial line current density component taken along the dashed line shown in the upper sketch. The graph depicts the variation of current density with respect to the distance along the line for different values of the axial coordinate. The x-axis represents the distance along the line, while the y-axis shows the current density. The graph is labeled with various parameters and equations, indicating specific points of interest for analysis. The equations and annotations are crucial for understanding the behavior of the current density along the line. The diagram is a critical visual aid for interpreting the data and conclusions drawn from the study.
configurations described by Heppner (1972) when analyzing the OGO-6 data.

The model distributions of $E_{\omega}(\Phi)$ in winter (Fig. 14(b)) not only preserve the main features of the summer distributions but also exhibit their own characteristic features. The field $E_{\omega}(B < 0)$ in the polar cap (the scale for this configuration is shown in Fig. 14(b) along the ordinate axis to the right) is much different from the Heppner type A structure. The field controlled by the $B < 0$ is inhomogeneous in the polar cap and is directed mainly from dawn to dusk in the dusk sector where it takes its maximum values. The configuration of the electric field $E_{\omega}$ in polar cap in winter is closer to the Heppner configuration A than in summer.

Thus, it follows from the proposed model for $E_{\omega}$, that the polar cap electric field along the dawn-dusk meridian is highly inhomogeneous and depends strongly on the IMF orientation. The model predicts a decrease of the polar cap electric field with values of positive $B$. According to the model, the potential difference along the dawn-dusk meridian through the polar cap cannot be treated as an unambiguous index of the intensity of the processes in the Earth's magnetosphere.

First, the highest potential difference through the polar cap is not located in all cases on the 0600-1800 MLT meridian. In certain IMF conditions such difference may be observed, for example, on the 1200-2400 MLT meridian, see Fig. 13). Second, even the zero potential difference does not indicate that the solar wind-magnetosphere interaction has ceased. In terms of the proposed model, the potential difference existing permanently in the magnetosphere is superposed on an additional field of opposite direction. As a result, the potential difference decreases. It should be borne in mind that the $B_{y}$ component-controlled current system is produced by the polar cap electric field whose potential difference across the polar cap is almost zero. By no means, however, does this fact imply that the processes of the electric field generation in the magnetosphere have ceased.

8. Conclusions

Due to the efforts of recent years the quantitative concept of interplanetary medium connection with the electric and magnetic fields, field-aligned and ionospheric currents in the Earth's magnetosphere has been created. Ground observations combined with radar, rocket and polar satellite data together with numerical methods of solving the equation for the electrostatic potential have made it possible to find the large-scale features of the electromagnetic weather in the Earth's environment resulting from the changes in the interplanetary medium. Some results of such efforts are described above. They show the importance of ground-based observations of the geomagnetic field variations for the purposes of continuous detection of the changing conditions in the space. Conversely, the conditions in the space make it possible to appraise the electromagnetic conditions in the Earth's magnetosphere. The development of the proposed methods will be an extremely important advance toward quantitative understanding of large-scale magnetosphere- ionosphere coupling. The improvement of the network of ground-based magnetic stations, especially in the polar cap, more exact and detailed data about ionospheric conductivity will permit the local features of the electromagnetic state of the magnetosphere and their detailed structure to be studied further.


